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Abstract

As spacecraft missions continue to increase in complexity, the system operation and gathered data
amount demand more complex spacecraft systems than ever before. Currently, mission capabilities are
constrained by the link bandwidth as well as on-board processing capacity and depend on a high number
of commands and complex ground station systems to allow operations of the spacecraft. Thus, efficient use
of the bandwidth, computing capacity and increased autonomous capabilities are of utmost importance.

Artificial intelligence with its vast areas of application scenarios allows tackling these and more chal-
lenges in spacecraft designs. Particularly the flexibility of neural networks as machine learning technology
provides many possibilities. For example, neural networks can be used for object detection and classifica-
tion tasks. This field is constantly evolving, as on-board data processing, perception and path planning
continue to become more advanced in space applications. Generally, application scenarios of artificial
intelligence are vast and even more usage scenarios are evolving. Unfortunately, the execution of current
machine learning algorithms is consuming a high amount of power and memory resources as well as their
qualification remains challenging which limits their possible applications in space systems.

Thus, an increase in efficiency is a major enabling factor for these technologies. The optimisation of
the algorithm for System-on-Chip platforms to benefit from the best of a generic processor and hardware
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acceleration shall allow broader applications of these technologies with a minimum increase of power
consumption. Additionally, COTS embedded systems are commonly used in space application, due to
the possibility to add fault mitigation on the user side. For this, machine learning techniques in form
of a neural network are optimised on a workstation. By utilising automatic code generation tools as
well as pruning and quantization the network is optimised for embedded system and initially ported on
an embedded system including a powerful generic processor and the hardware programming capabilities
of an FPGA. This result is then evaluated based on relevant performance and efficiency parameters.
Furthermore, the auto-generated code is investigated to adapt manually parts of the implementation
towards optimisation of the relevant parameters. These changes are also evaluated and compared to the
previous implementations.

This paper aims to contribute to increasing the efficiency of artificial intelligence in space. Specifically,
the performance of machine learning algorithms is evaluated on embedded systems which are the heart
of most current space missions.
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