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Abstract

Classical attitude control strategies such as PID control require careful gain tuning for every spe-
cific satellite and manoeuvre. Modern Deep Reinforcement Learning (DRL) has shown to be a high-
performance control strategy and a method that does not require parameter tuning for every specific
satellite and manoeuvre. However, these results were obtained in simulation for highly idealised scenar-
ios. This paper investigates the performance of DRL attitude controllers trained in idealised simulations
when deployed into non-ideal, noisy simulations and explores whether training in noisy simulations im-
proves performance. We also investigate how discrepancies in the inertia tensor between the training
satellite and the final testing satellite affect the performance of the DRL attitude controller. Finally, the
robustness against large impulse torques and small constant torques is investigated for both the cases
where these torques are seen during training and where they are not.

The test case considered is a large-angle slew manoeuvre of a 6U-Cubesat, with reaction wheel ac-
tuation and sensors that directly measure the satellite angular velocity and attitude quaternion. The
large-angle slew manoeuvre is formulated as a finite-horizon Markov Decision Process. The Proximal
Policy Optimisation algorithm is used to train an attitude controller in simulation, to solve the Markov
Decision Process. The idealised training satellite has noiseless sensors that measure the attitude quater-
nion and angular velocity exactly and actuators that produce the commanded control torques. The
sensors on the non-idealised satellite have Gaussian white noise superimposed on their measurements.
The non-idealised reaction wheels have Gaussian white noise superimposed onto their control torques.

Preliminary results were obtained by training an artificial neural network attitude controller using the
Deep-Q-Network algorithm. Gaussian white noise with a standard deviation of 0.05 and a mean of 0 was
applied to sensor measurements as described above. Preliminary findings for the controller trained on
the ideal satellite show an increase in the mean pointing error from 1.915° to 22.80°, with the standard
deviation increasing from 0.84° to 11.59°. When the controller is trained in a noisy environment, the mean
pointing error was 18.58° with a standard deviation of 11.33°. This shows that the controller’s performance
improved when trained in a noisy environment compared to when trained in an ideal environment and
then deployed into a noisy environment. We are investigating state of the art continuous action space DRL
attitude controllers that achieve pointing accuracies of 0.025°, when trained in an idealised environment
using a Proximal Policy Optimisation algorithm.



