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Abstract

Software-defined architectures are at the forefront of sophisticated industrial applications. The Software-
Defined Vehicle has revolutionised the automotive industry by allowing the evolution of the system after
manufacture. Space as an industry can benefit tremendously from this concept as launch deadlines become
decoupled from payload requirements through in-flight software updates. This process is particularly ben-
eficial in the satellite market, where leveraging the existing hardware can realise new capabilities during
flight through links to software-deployment services on the ground.

This concept is not without its challenges, as software must skew towards scalable architectures to
support a dynamic codebase. We thus show the ability to create reusable and composable software from
the base hardware abstraction to the application-level implementation. Software of this form is deployable
to multiple hardware architectures, provided the platform contains compatible hardware.

We first demonstrate our make infrastructure that removes the hardware specification from the needs
of software interfacing with it. We show how to create scalable software integrating multiple hardware
architectures, including ARM-based CPUs such as the M4 and FPGAs. We show that such a software
architecture can integrate easily with CI/CD pipelines promoting continuous hardware-in-the-loop testing
and integration. Lastly, we show how our infrastructure can perform service-based software updates that
upload only the minimum amount of software required to target hardware. This procedure includes
partially modifying compiled artefacts to reduce the bandwidth required for software updates, drastically
reducing the amount of data transmitted.



